
 

 

 

  

HYPOTHESIS TESTING – AN OVERVIEW 

 

 We use hypothesis tests to determine if there is a statistically significant difference between two groups.  

 There are two types: 

1. Comparing sample data to population data  (the “status quo”) 
Ex: The population mean SAT score is 1600, however we believe that Rutgers University has a higher than average mean SAT 

score. By using a representative sample of Rutgers students, we can determine if the mean SAT score of Rutgers students is greater 

than that of the population.  

2. Comparing two sample means (x-bar1 and x-bar2) of sample groups (n1 and n2) 
Ex: Professor Salaries – We want to determine whether there is a difference in the mean salaries of professors from public and 

private universities. We take the annual salaries of 35 (n1) faculty members of private institutions and 30 (n2) faculty members of 

public universities. Using this approach we can determine whether or not there is a difference in the mean pay for professors based 

on the type of institution they work for. 

 

 PROCEDURE 

 

1. Null Hypothesis Ho:  

μ0 = μ (population mean provided in problem) 

μ 1 = μ 2 (comparing 2 means)  

 

Alternate Hypothesis Ha (or H1): 

  μ 1 > μ 2  or μ0 > μ  – One-Tailed (right tailed) 

  μ 1 < μ 2  or μ0 < μ  – One-Tailed (left tailed) 

  μ 1 ≠ μ 2  or μo ≠ μ  – Two-Tailed   

 

2. Determine Test Type (One-Tailed or Two-Tailed)  

 

3. Use the FORMULAS ON THE FRONT 

 

4. Understand what you are doing:  

- Realize the area under the curve = 1 

- This means that for an alpha level of 0.05, the area of the rejection region = 0.05 

- Therefore, in order to find the upper and/or lower critical values for a Z Test, search for 0.05 and/or 0.95 in the CENTER of the 

table and find its equivalent Z score (the Critical Value)  

- For a T Test it is crucial to use df = n–1 in order to find the correct Critical Value  

- Under a Standard Normal Curve, the mean = 0. This means that any Critical Value on a Z or T Table is equal in both directions 

(i.e. Assume alpha = 0.05, for a Right Tailed test we would look for 0.95 in the center of the table and find the Z score to be 1.64. 

Similarly for a Left Tailed test we would look for 0.05 in the center and find -1.64 as the Critical. This also applies to T Test 

Critical Values) 

- Remember to divide the alpha by 2 for Two Tailed test and look for the new value (α/2) in the center of the table to find the 

Critical Value 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Compare the Testing Number and Critical Value  

 

 

 

Ex. If alpha = 0.05 for a Z test the critical value is 1.64 

 

Ex. If alpha = 0.05 and the df = 5 for a T test the critical value is 2.015 

 

 For a Two Tailed Test – If the testing number is greater than the 

upper critical value or less than the lower critical value we can say the 

testing number is in the rejection region and can REJECT the Ho 

 

 For a One Tailed Test – If it is right tailed and the Testing number is 

greater than the critical value we can REJECT the Ho. If it is left tailed 

and the Testing number is less than the critical value we can REJECT 

the Ho. 
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Sample Mean:  
 

Sample Std Dev: s 

 

Population Mean:  

 
Population Std Dev: 

 

n = Sample Size  
 

df = Degrees of Freedom  

 
Ho = Null Hypothesis (The “status quo” what is 

already accepted) 
 

Ha = Alternate Hypothesis (What is trying to be 

proven as correct or different from the status quo) 

 

Hypothesis Testing Procedure  

 

 Z – Test when n > 30 

 T – Test when n < 30 

 For Z and T tests:  
 

1. Write your null and alternate 

hypothesis  

2. Determine whether the test is One 

Tailed or Two Tailed.  

 

**Is it One Tailed is it Right or Left 

Tailed? Is it a One Sample or Two 

Sample Test? 

 

**If it is Two Tailed remember to 

divide the alpha value by 2 because the 

rejection region is now split in half on 

both tails 

 

3. Calculate the Z or T value (Testing 

Number) using the equation  

4. Find the Critical Value from the Z or T 

table based on the alpha level (i.e. 

0.05, 0.10)  

5. Compare the Testing Number to the 

Critical Value  

 

In Step 5, realize the significance of whether the 

test is one tailed or two tailed AND whether it is 

Left or Right Tailed 

 

 For a Two Tailed Test – If the testing 

number is greater than the upper 

critical value or less than the lower 

critical value we can say the testing 

number is in the rejection region and 

can reject the Ho 

 For a One Tailed Test – If it is right 

tailed and the Testing number is 

greater than the critical value we can 

REJECT the Ho. If it is left tailed and 

the Testing number is less than the 

critical value we can REJECT the 

Ho. 

 

 

One Sample Z Test 

 

 

 

One Sample T Test 

 

 

 

Two Sample Z Test 

 

 

 

 

One Proportion Z Test 

 

 

 

 

Two Proportion Z Test  

 

 

 

 

One Sample Z Confidence Interval (CI) 

 

 

 

 

One Sample T Confidence Interval (CI)  

 

 

 

 

One Proportion Z Confidence Interval  

 

 

 

 

Two Proportion Z Confidence Interval 

 

 

 

 

Two Sample T Test & Confidence Interval (CI) 

 

 

 

 

 

Pooled Two Sample T Test 

 
**Assumed Equal Std Devs 

Unpooled Two Sample T Test 

 
**Assumed Unequal Std Devs 


